
 

Cherokee 5-Node S2D-5212i 
3-Way Mirror 

 

 

Hardware Information (per Node) Additional Information 

Processor: Intel® Xeon® Gold 6132 2.6GHz 14-core x2 Storage Pool: 1 

Memory: 256GB Virtual Disks: 5 

RDMA: Mellanox ConnectX-4 Dual Port 40GbE x2 Interleave Size: 256KB (Default) 

NVMe: Intel P4600 1.6TB x2 Capacity/Volume: 27.6TB 

SSD: Intel S4500 3.8TB x2 Total Usable Capacity: 138TB 

HDD: HGST Ultrastar 12TB x2 Date of Benchmark: 07/10/2018 

 

 

Background: 

 

VM Fleet & DiskSpd are a set of scripts/tools which allow us to stand-up a “fleet of VMs” (20 Hyper-V VMs per 

node) and then run DiskSpd workloads inside them.  By manipulating the behaviors, quantities, I/O patterns, 

etc., we can stress-test the system and see how it would perform under simulated real-world workloads.  

 

 

Test Results: 
 

1. Random 4K, 8 Threads, 8 Outstanding I/O, 100% Read 

 

  



 
 

2. Random 4K, 8 Threads, 8 Outstanding I/O, 100% Write 

 

 

3. Random 4K, 8 Threads, 8 Outstanding I/O, 70% Read / 30% Write 

 

  



 
 

4. Random 4K, 8 Threads, 8 Outstanding I/O, 50% Read / 50% Write 

 

 

5. Sequential 512K, 1 Thread, 1 Outstanding I/O, 100% Read 

 

  



 
 

6. Sequential 512K, 1 Thread, 1 Outstanding I/O, 100% Write 

 

 


